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ABSTRACT 

 The evaluation of measurement uncertainty is an essential part of 

measurement and data analysis.  Measurement uncertainty is itself a measure of 

the “goodness” of the measured data and helps the analyst to make decisions 

based on the data.  In the turbine engine testing world, accurate measurement of 

fuel flow is critical.  Specific fuel consumption is a combination of thrust and fuel 

flow and is used to calculate the allowable payload and range of an aircraft as 

well as the cruising speed.  Naturally, test customers (engine manufacturers, 

aircraft designers, and operators) are very sensitive to the accuracy of fuel flow 

measurement.  This thesis presents a statistically defensible methodology for 

determining the uncertainty of fuel flow measurement in a turbine engine test cell. 

 Fuel flow in most turbine engine test applications is measured using a 

volumetric turbine flowmeter.  The mass flow rate of the fuel flow is calculated 

using the SAE ARP 4990 standard.  The ARP 4990 method of fuel flow 

calculation is complicated and involves many parameters.  An analysis of the 

influence coefficients for each of the input parameters was performed and found 

that four main parameters have a significant impact on fuel flow uncertainty: 

flowmeter frequency, flowmeter calibration, fuel operating temperature, and 

relative density at a chosen reference temperature.  A method was developed for 

deriving a statistically defensible estimate of the uncertainty for each of the 

elemental error sources.  The elemental uncertainties were then propagated to 
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the result using both the Taylor’s Series method and the Monte Carlo method, 

which yielded nearly identical results.   

 The method presented herein will aid in the evaluation of fuel flow 

uncertainty at AEDC.  Compared to historical practices, this method results in a 

significant reduction in total fuel flow uncertainty and a much higher degree of 

statistical defensibility. 
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1.0 INTRODUCTION 

The measurement of fluid flow is critical in several industries including oil 

and gas, public utilities, food and beverage, and turbine engine testing.  While 

the required degree of accuracy for flow measurement varies for each of these 

industries, the need for accurate measurement boils down to the same reason: 

the almighty dollar.  In turbine engine applications, specific fuel consumption 

(SFC) is a key parameter for determining the flight cost of a jet engine.  Specific 

fuel consumption is the fuel flow rate divided by thrust.  Similar to the way that 

miles-per-gallon is used for ground vehicles, specific fuel consumption is used as 

the overall indicator of fuel efficiency for an aircraft engine.  It is used to 

determine an aircraft’s range, payload, and optimum cruising speed.  Figure 1 

[11] shows a plot of SFC vs. thrust, referred to as a power hook, for a generic 

turbine engine application.  The minimum value of SFC along the power hook is 

used as the flight setting for cruise power.  Accurate measurement of fuel flow is 

necessary to determine the capabilities of any aircraft engine application.  

The qualification process for turbine engines typically involves a ground 

test in a test facility that is capable of simulating the pressures and temperatures 

of the flight conditions at which the engine is expected to operate.  Qualification 

criteria are generally provided to the engine manufacturer by the aircraft 

manufacturer.  A qualification test will involve taking steady state data points at 

various throttle settings while holding the simulated flight condition constant.  The 

steady state data will then be compared to the qualification criteria to determine 
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whether or not the engine can be fully qualified for the application.  With 

increasing fuel costs and a strong field of competitors, the qualification criteria for 

aircraft engines are more stringent than ever before.  Modern aircraft engines, 

especially military engines, are often on the very edge of the pass/fail criteria for 

SFC.  Because the margin between the SFC of a test article (engine) and the 

qualification criteria is often so small, a qualification test must have the smallest 

uncertainty possible on fuel flow and thrust.   

 

 

Figure 1.  Example of a Power Hook for a Turbine Engine [11] 

 

Arnold Engineering Development Complex is the Air Force’s premier 

ground test complex for aerospace testing, particularly for turbine engine testing.  
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The uncertainty of thrust measurement in the turbine engine test cells at AEDC 

has been developed continuously over the years, and well thought out processes 

are in place for estimating thrust uncertainty.  However, the process of 

developing fuel flow uncertainty estimates became almost a lost art at AEDC 

through the early 2000’s.  Advancements in instrumentation and calibration 

practices were not always considered or fully understood when quoting fuel flow 

uncertainty for current projects.  In many cases, “canned” values for fuel flow 

uncertainty that had been developed several years prior to a project were quoted 

as current uncertainty estimates.  This practice led AEDC to develop new 

uncertainty procedures for estimating fuel flow uncertainty.  This thesis 

endeavors to determine the fuel flow uncertainty for an altitude test facility at 

Arnold Engineering Development Complex, located at Arnold Air Force Base, 

TN.  A suggested method will be presented for determining the uncertainty of fuel 

flow for the test facility.  
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2.0 MEASUREMENT UNCERTAINTY CONCEPTS 

The term “measurement uncertainty” is a concept that helps to describe 

the overall goodness of a quantity being measured.  Because no measurement 

has or can ever be taken with 100% accuracy, it becomes necessary to provide 

some level of assurance to say how close the measurement is to the true value.  

The terminology and methodology used for the uncertainty analysis presented 

herein is compliant to the ASME standard for measurement uncertainty, 

PTC19.1-2005 [4].  The uncertainty model presented in Ref. 4 categorizes 

elemental error sources (and their respective uncertainties) as either systematic 

or random, which is determined by the effect that the error source has on the 

measured data.  These concepts will be discussed in more detail in this section.  

Another uncertainty model, the Guide to the Expression of Uncertainty in 

Measurement [7] (referred to as the GUM), does not categorize elemental error 

sources but does categorize uncertainties as either Type A or Type B depending 

on the method used to determine the level of uncertainty for the error source.  

The GUM method will be described briefly in section 2.8. 

2.1 MEASUREMENT ERROR 

In a perfect measurement system, the value that is determined by a 

measurement system would be the exact value of the object being measured.  

However, all measurement systems are inherently flawed to some degree.  

Therefore, every measurement has some amount of associated error.  Simply 
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stated, measurement error is the amount by which the measured quantity 

deviates from the true value of the object undergoing measurement.  

Measurement error consists of two components:  random error and systematic 

error.  These components will be discussed in detail in the following sections.  

Figure 2 shows these components for a single measurement taken out of a 

normally distributed population of measurements.  Improving the accuracy of a 

measurement system involves reducing both the random and systematic error of 

the system, as shown in Figure 3.  

2.1.1 Random Error 

Random error is the portion of the total error that varies randomly about 

the true value with repeated measurements.  Any source of error that adds 

scatter to a data set is said to cause random error [2].  Random error may arise 

from nonrepeatabilities of a measurement system, variations in environmental 

conditions, variations in measurement technique, etc.  The total random error for 

a measurement is usually the combination of several random error sources. 

2.1.2 Systematic Error 

Systematic error is the portion of the total error that remains constant with 

repeated measurements.  The systematic error cannot be determined unless the 

measurement is compared to the true value of the quantity measured.  Since the 

true value is itself unknown, calibrations should be performed to reduce the 

amount of systematic error in a measurement system.  Although a calibration 
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Figure 2. Measurement Error 

 

 

Figure 3. Random and Systematic Error 
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itself will impart some error into the system, it can be used to greatly reduce large 

known systematic errors.  Common sources of systematic error include 

calibrations, instrumentation manufacturing deficiencies, unknowns in the 

measurement system, data reduction technique, etc.  The total systematic error 

for a measurement is usually the combination of several systematic error 

sources.  Systematic error can be categorized as known or unknown. 

2.1.2.1 Known Systematic Errors 

If the magnitude of a systematic error for an instrument is known, by 

comparison to a standard instrument or by measuring a standard quantity for 

example, the error may be corrected by applying a correction factor or a 

calibration to the instrument. 

2.1.2.2 Unknown Systematic Errors 

If the magnitude of a systematic error for an instrument is unknown, it 

cannot be corrected by applying a correction factor or a calibration.  Every effort 

should be made to identify and eliminate all elemental sources of systematic 

error in a measurement system.  A thorough knowledge of the measurement 

system is required to do this.  Although it is not possible to completely eliminate 

all of the systematic error from a system, human errors (such as improper 

calibrations or installations) and unexpected environmental 

disturbances/conditions (such as shocks or bad flow profiles) can be identified by 

following quality control processes.  Calibration histories and comparisons to 
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historical data can provide an idea of the drifts, trends, and movements of a 

measurement system. 

2.2 MEASUREMENT UNCERTAINTY 

The measurement error of a system can never be perfectly quantified or 

fully known.  This necessitates the use of a parameter called measurement 

uncertainty that is an estimate of the measurement error.  The measurement 

uncertainty can be thought of as a boundary around a measured value within 

which the true value is reasonably expected to reside most of the time.  The key 

terms “reasonably” and “most of the time” are important to understand in the 

context of measurement uncertainty.  Uncertainty should always be expressed as 

a confidence interval that is expected to contain the true value with a given level 

of confidence.  For example, if a parameter has a true value of 10.0, and the 

measurement uncertainty at the 95% confidence level is equal to 1.0, then 

approximately 95 out of every 100 random, independently-measured samples 

should reside within the interval of 9.0 – 11.0 (Figure 4).  The term “reasonably” 

is used in the definition of measurement uncertainty due to the indefinable nature 

of measurement error and because uncertainty is not an exact determination of 

error; it is an estimate.  “Most of the time” is used in the description of 

measurement uncertainty to capture the idea that uncertainty in a given 

measurement is not expected to include the true value with 100% accuracy but 

that it is only an estimate with a given level of confidence.  The random and 

systematic components of measurement error can be estimated by the random 
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and systematic uncertainties of a measurement.  These components can then be 

combined to estimate the total error in a system.  This section will describe the 

basic method used to estimate the uncertainty in a system. 

 

 

Figure 4. Random Sampling of a True Value of 10 with 95% Confidence 

Uncertainty Bars 

2.2.1 Random Uncertainty 

For any given measurement, there exist several sources of random error.  

These error sources will add scatter to the measurement data.  The random 

uncertainty of a measurement is an estimate of the overall random error.  It can 

be calculated by taking the standard deviation of a dataset of size N, as follows: 

 

   

              (1) 

 

sX
Xi X 2

N 1

N

i 1
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where X is the average of the data set: 

    

    (2) 

 

The random uncertainty can also be estimated by using the difference 

between identical instruments taking readings of the same object at the same 

time.  Assuming that identical instruments are used to measure the same 

parameter at the same moments in time, the standard deviation of the deltas 

between the two instruments is representative of the standard deviation of the 

individual devices, as follows: 

 

     (3) 

This method will hold true even if the measured parameter varies in magnitude or 

if the two instruments have differing systematic errors.  An example of this might 

be two thermometers, in close vicinity in a controlled environment, reading air 

temperature.  This provides an excellent method of estimating the random 

uncertainty of a device (or devices) when the parameter being measured is 

constantly in flux. 

The number of degrees of freedom associated with a standard deviation is 

an important part of a measurement uncertainty analysis.  Degrees of freedom 

X
Xi
N

N

i 1

 

sX
∆i ∆ 2

2 N 1

N

i 1
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will be discussed more in Section 4.4.  Suffice it to say here that the number of 

degrees of freedom ( ) associated with a standard deviation is equal to N-1. 

2.2.2 Systematic Uncertainty 

For any given measurement, there are several sources of systematic error.  

These errors will remain constant from measurement to measurement.  The 

systematic uncertainty of an error source is an estimate of the systematic error.  

Once an elemental systematic error source has been identified, the uncertainty 

due to that error is typically estimated using one of three methods: 

 Published information 

 Special data 

 Engineering judgment 

2.2.2.1 Published Information 

Information on the systematic uncertainty of an error source is often 

available in publication from calibration reports, manufacturer’s specifications, 

previous tests, or other technical references.  When using published 

uncertainties, care must be taken to ensure that the proper confidence interval is 

assumed for the uncertainty.  Manufacturer’s specifications may be quoted at the 

95% or 99% confidence interval, but this information is often missing or 

misleading in the manufacturer’s documentation.  Caution is necessary when 

applying manufacturer’s specifications to an uncertainty analysis.  Unless other 

information is available, the number of degrees of freedom for published 

systematic uncertainties is assumed to be infinity. 
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2.2.2.2 Special Data 

In some cases special data may be obtained that can be used to estimate the 

systematic standard deviation of a measurement instrument or system.  Two of 

these methods are: 

1. Interlaboratory or interfacility tests (such as a round-robin flowmeter 

calibration) and 

2. Comparison of independent measurements that are made on systems that 

depend on different principles or on independently calibrated systems. 

The systematic uncertainty for the measurement can then be calculated by 

taking the standard deviation of the independently obtained special data and 

dividing by the square root of the number of independent special samples 

obtained. 

2.2.2.3 Engineering Judgment 

If no published information or special data is available, engineering 

judgment can be used to estimate the value of the systematic uncertainty of an 

error source.  This requires a thorough knowledge of the test apparatus, test 

process, and test objectives.  Uncertainty estimates made from engineering 

judgment are assumed to be made at the 95% confidence level (two standard 

deviation level).  The number of degrees of freedom for these uncertainties is 

assumed to be infinity [2].  To obtain the systematic uncertainty at the one 

standard deviation level, the systematic uncertainty obtained through engineering 

judgment should be divided by two [2]. 
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2.3 COMBINED UNCERTAINTY 

The total uncertainty for a measurement is the combination of the random 

and systematic uncertainty in the measurement.  Once the random and 

systematic uncertainties at the one standard deviation level have been 

determined, the combined uncertainty at the one standard deviation level can be 

found using the following: 

 

   (4) 

 

Note that u  is expressed at the single standard deviation level, which is the 68% 

confidence interval.  Confidence intervals will be discussed further in Section 2.6.   

2.4 PROPAGATION OF UNCERTAINTY TO A RESULT 

Complex measurement systems are made up of many components and 

often involve complex calculations.  Every component or measurement made 

within the system (i.e. pressure and temperature measurement) or assumption 

made about the system (i.e. calibration coefficient) contributes uncertainty toward 

the final result (i.e. flow rate through a meter).  Uncertainty propagation is the 

method by which the uncertainties in individual measurements are combined to 

determine the uncertainty of a result.  Naturally, some parameters will have a 

greater influence on the result than others.  The influence coefficient for each 

input parameter must be determined to propagate uncertainties to the result.  

uX sX 2 bX 2 
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Three methods are generally used for uncertainty propagation:  Taylor’s 

Series method (TSM) using closed form solutions, dithering (also known as the 

perturbation method, a numerical approach to the TSM), and Monte Carlo 

method (MCM).  The uncertainty analysis reported in Section 4 was conducted 

using dithering and MCM.  All three methods are described briefly in this section. 

2.4.1 Taylor’s Series Method 

The Taylor’s Series uncertainty propagation is defined in great statistical 

detail in Refs. 1 and 12.  The derivation will be shown here for a function of two 

variables before a more general case is given.  The function of interest is: 

 

    (5) 

 

where x and y each have systematic and random errors, β  and ϵ , 

respectively, for the th set of measurements (x , y ).   

Applying a Taylor’s series expansion to the function	r yields: 

 

 

  (6) 

 

where 

 

r r x, y  

ri rtrue θx xi xtrue θy yi ytrue
higher order terms 
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     (7) 

 

 

The θ terms here are referred to as influence coefficients.  The higher 

order terms are generally assumed to be negligible compared to the first order 

terms.  This is a reasonable assumption when the first order terms have large 

influence coefficients and the total errors, x x , in x and y are reasonably 

small.  When these two criteria are met, the higher order terms (which raise the 

errors to the 2nd, 3rd, etc. powers) will tend to approach zero much faster than the 

first order terms.  For the special case where r is a linear function, the higher 

order partial derivatives will be exactly 0.  

Neglecting the higher order terms, the total error in r can then be defined 

as: 

 

 

     (8) 

 

 

The variance of the population of potential values of r is defined as: 

 

δri ri rtrue θxδxi θyδyi

θx βxi ϵxi θy βyi ϵyi

θx
∂r
∂x

θy
∂r
∂y
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            (9) 

 

 

Substituting the total error equation into the variation equation (the limits 

from n to infinity are omitted) yields: 

 

 

 

 

 

    

 

 

 

 

 

 

 

   (10) 
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Substituting in the variances for β and ϵ on the variables x and y and 

assuming that no systematic/random correlations exist (βϵ terms are zero) 

results in the following: 

 

   (11) 

 

 

The actual variances of the systematic and random errors are never 

actually known, which leads back to the use of uncertainty for an estimate of the 

errors in the measurement.  The uncertainty in r is then given as: 

 

 

(12) 

 

 

The terms b  and s  are estimates of the covariance for the systematic 

and random errors, respectively.  If the variables x and y are completely 

independent, then the covariance can be assumed to be zero.  However, if a 

correlation exists between the measurements of x and y, then the covariance 

should be included in the uncertainty propagation equation.  Assuming that all of 

the error sources are independent, the general equation for the uncertainty of the 

result can be given as: 
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(13) 

 

 

2.4.2 Dithering Method 

The dithering method for uncertainty propagation uses the same 

uncertainty propagation equation that was just derived for the Taylor’s Series 

method.  However, rather than calculating the influence coefficients analytically, 

the dithering method utilizes modern computing power and the data reduction 

program to compute the influence coefficients numerically.  The steps for 

determining the influence coefficients through dithering are as follows: 

1) The data reduction program is used to calculate the experimental 

result.  The result calculated initially is referred to as  r  . 

2) Each input parameter on which the experimental result is dependent is 

increased (or decreased) by a small, convenient amount, commonly 

0.1% (Eq. 14), 1°F, 1 psia, etc.  This factor will be referred to from 

hereon as the perturbation factor.  The new values for the input 

parameters are referred to as the perturbated values (x ). 

 

                (14) 
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3) The result is recalculated using the perturbated value for one input 

parameter and the original values for the remaining input parameters 

(Eq. 15).  This step is repeated for each of the input parameters. 

 

     (15) 

 

4) The influence coefficient for an input parameter is then equal to the 

difference between the initial and perturbated values of the result 

divided by the difference between the initial and perturbated input 

values (Eq. 16).  The influence coefficient can also be converted to a 

relative influence coefficient, as shown in Eq. 17.  The relative 

influence coefficient will be used in the analysis in Section 4 and is 

often more useful in practice than the absolute influence coefficient. 

        

          (16) 

 

 

      (17) 

 

The method just described assumes that the uncertainty of the 

experimental result is symmetrical about each of the input parameters.  This is 

almost always a safe assumption to make.  However, if an inflection point exists 
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whether a positive or negative perturbation factor is used.  If this is expected to 

be an issue, the influence can be calculated using positive and negative 

perturbation factors and compared to ensure that the distribution is symmetrical 

about the point of interest. 

Once all of the influence coefficients have been calculated, the combined 

uncertainty is found by root-sum-squaring the products of the influence 

coefficients with the individual systematic and random uncertainties for each 

input parameter. 

2.4.3 Monte Carlo Method 

The Monte Carlo method of uncertainty propagation is a powerful method 

that is most useful for extremely complex equations and/or for systems with 

correlated errors.  Like the dithering method, Monte Carlo utilizes the computer 

software that is used to calculate the result.  The steps for a Monte Carlo 

uncertainty simulation are as follows: 

1) Assign an error distribution and one-standard deviation uncertainty 

interval to each of the input parameter error sources.  Systematic and 

random error sources are treated similarly in this method.   

2) Use a random number generator to select values for each error source 

within the assigned error distributions and uncertainty intervals.   

3) Add the error values back to their respective input parameter values, 

and calculate the experimental result using the new values for the input 

parameters. 
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4) Repeat steps 2 and 3 several times.  Hundreds or thousands of 

repetitions are not uncommon for this type of analysis.   

5) Calculate the standard deviation of the results that were calculated in 

step 4.  The standard deviation of the results is then the uncertainty of 

the result at the one standard deviation level.  (This assumes that the 

distribution is symmetric about the average value.)  The convergence 

of the standard deviation can be used as the stop criteria for step 4. 

6) Multiply the standard deviation by 2 to obtain the 95% confidence 

interval. 

The Monte Carlo method requires the most computing power and time of 

the three methods used, but it does yield a correct uncertainty interval and can 

be simpler than the Taylor’s Series method when dealing with correlated 

uncertainties and very complex equations. 

It should be noted the Monte Carlo method can result in non-symmetric 

distributions if the uncertainty of a particular variable is relatively large or if the 

equations used to calculate the result are highly non-linear.  In these cases, 

special methods should be employed to determine the true 95% coverage 

interval.  A method of determining the confidence is given in Ref. 1.   

2.5 DEGREES OF FREEDOM AND CONFIDENCE INTERVALS 

The number of degrees of freedom is used in association with the 

Student’s t-table to determine the multiplier to be used on u  to achieve the 

desired coverage interval.  By integration (area under the curve), one standard 
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deviation (1σ) provides the 68% coverage interval.  This means that an 

independent and randomly measured data point has a 68% chance of falling 

within one standard deviation of the population average.  Stated alternatively, 

68% of the independent and randomly selected data should fall within one 

standard deviation of the population average.  The 95% coverage interval is 

desired when quoting the uncertainty for most applications.  To expand the 

coverage interval from 68% to 95%, u  is multiplied by the Student’s t-value 

(referred to as t ) taken from the Student’s t-table for the number of DOF 

associated with the uncertainty estimate.  For example, to achieve the 95% 

coverage interval with 30 DOF, a multiplier of 2.042 is applied to the standard 

deviation.  For an uncertainty estimate with only 10 DOF, the value of t95 

increases to 2.228.  Note that both the ASME method [4] and the ISO method [7] 

advocate the use of 2 for t95 when the number of DOF is 30 or more.  For some 

applications, uncertainty may be quoted at the 3σ level, which is the 99.5% 

confidence interval (assuming large number of DOF).  The 1σ, 2σ, and 3σ 

confidence intervals are shown in Figure 5. 

2.5.1 Welch-Satterthwaite Formula 

The Welch-Satterthwaite formula [1, 2, 4] can be used to calculate the 

number of degrees of freedom of the result, ν , as follows: 
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Figure 5. Confidence Intervals Expressed as Standard Deviations 

 

where ν  and ν  are the degrees of freedom of the i  elemental random and 

systematic uncertainties, respectively. 

The value of ν  is then used to determine the appropriate t-value to use 

for the desired coverage interval.  The uncertainty of the result with a 95% 

coverage interval is then given by the following: 

 

 

  (19) 
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Commonly, expanded uncertainty is denoted with an upper-case U, with 

the subscript indicating the coverage interval for the expanded uncertainty (i.e. 

95%, 99%, etc.). 

2.5.2 Large Sample Assumption 

The large sample assumption is commonly used in engineering practice to 

eliminate the problem of keeping up with the number of degrees of freedom for 

each individual source of uncertainty in a complex calculation.  Since complex 

calculations involve many variables with varying numbers of degrees of freedom, 

and since most systematic uncertainties are estimated with a large number of 

degrees of freedom (commonly, ν ∞), the total number of degrees of 

freedom for the result, ν , can safely be assumed to be greater than 30 in nearly 

all engineering applications where sufficient data has been collected to perform 

an uncertainty analysis.  The t-value for the 95% coverage interval for the 

uncertainty of the result is simply assumed to be 2.  This assumption greatly 

reduces the complexity of the uncertainty analysis, as the degrees of freedom for 

each individual elemental uncertainty component need not be retained.  The 

large sample assumption holds true unless one uncertainty component 

dominates the uncertainty in the result and has a very low number of degrees of 

freedom.  Since the Welch-Satterthwaite equation uses the random and 

systematic uncertainties raised to the 4th power in the denominator, if one 

uncertainty component dominates the uncertainty with a small number of 
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degrees of freedom, this will tend to drive down the number of degrees of 

freedom of the result.  For this reason, it is always good practice for the person 

running an experiment to remain cognizant of the amount of data he has 

acquired in order to ensure that the large sample assumption will hold true.  For 

this analysis, the large sample assumption will not be applied, so that the Welch-

Satterthwaite formula will be utilized to find the number of degrees of freedom of 

the result. 

2.6 ALTERNATIVE UNCERTAINTY MODELS 

While the definitions of random and systematic (formerly known as 

precision and bias, respectively [3]) uncertainty and the methods used to 

determine the levels of uncertainty have changed little over the years, several 

models have been used in the past to combine the random and systematic 

components of uncertainty.  The uncertainty model described up to this point and 

used throughout this paper is the ASME model, also referred to as the U  

model, as described in Ref. 1, 2, and 4.  Much of the older literature on 

measurement uncertainty utilizes two methods that differ from the U  method: 

the addition (U ) model and the root-sum-square (U ) model.  Another 

model, referred herein as U , uses a different classification system for 

uncertainty components.  These alternative uncertainty models are explained 

here for reference. 
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2.6.1 Historical Uncertainty Models 

The U  and U  uncertainty models are presented in detail in Ref. 3.  

The U  model uses the following equation for the combined uncertainty: 

   

   (20) 

 

where B  is the systematic uncertainty of the result, equal to 2 ∗ b , and S  is 

the root-sum-square of the elemental random uncertainties at the single standard 

deviation level.  In the U  uncertainty model, the elemental systematic 

uncertainties (B ) can be combined by either root-sum-squaring them for a close 

approximation to the actual error or by adding them to achieve a conservative 

estimate of the error.  The method used to combine the B ’s is left to the 

discretion of the analyst.  U  covers approximately the 99% confidence 

interval [3]. 

The  U  model uses the following equation for the combined 

uncertainty: 

 

   (21) 

 

where B  and  S  are equivalent to the U  method.  The U  uncertainty 

model covers approximately the 95% confidence interval [3]. 

UADD BR t95SR  

URSS BR t95SR
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Neither the U  nor the U  models should be used in common 

practice today.  For all intents and purposes, the industry has adopted newer, 

improved models, the U  model and the U  model. 

2.6.2 ISO Uncertainty Model 

The ISO uncertainty model is presented in detail in the “Evaluation of 

Measurement Data — Guide to the Expression of Uncertainty in Measurement” 

[7] published by the Joint Committee for Guides in Metrology (JCGM).  The 

JCGM is a conglomerate organization with the following member organizations: 

the International Bureau of Weights and Measures (BIPM), the International 

Electrotechnical Commission (IEC), the International Federation of Clinical 

Chemistry and Laboratory Medicine (IFCC), the International Organization for 

Standardization (ISO), the International Union of Pure and Applied Chemistry 

(IUPAC), the International Union of Pure and Applied Physics (IUPAP), the 

International Organization of Legal Metrology (OIML), and the International 

Laboratory Accreditation Cooperation (ILAC).  Originally published as the “Guide 

to the Expression of Uncertainty in Measurement” by ISO, it is still colloquially 

referred to as the “ISO GUM”.  A useful addition to the ISO GUM is the 

“International Vocabulary of Metrology” [9], which provides thorough definitions 

and explanations of the terminology used throughout the ISO GUM. 

The ISO GUM uncertainty model is built around the concept of classifying 

uncertainties based on the method used to derive or evaluate them.  If the 

elemental uncertainty was derived using a statistical approach on current test 
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data, then it is categorized as a Type A uncertainty.  All uncertainties that were 

not derived using a statistical approach using current test data are characterized 

as Type B.  Type B uncertainties are typically based on engineering judgment 

using any of the following relevant information on the measurement system [10]: 

 previous measurement data, 

 experience with, or general knowledge of, the behavior and property of 

relevant materials and instruments, 

 manufacturer’s specifications, 

 data provided in calibration and other reports, and 

 uncertainties assigned to reference data taken from handbooks. 

While there is no direct correlation between the uncertainty 

characterization used in the ASME model (random and systematic) and the 

characterization used in the ISO model (Type A and Type B), the random 

uncertainties from ASME model often fit into the Type A characterization, and 

systematic uncertainties often fit into the Type B characterization.  However, this 

is not always the case, and it is important for the analyst to understand that the 

terminology of the ASME and ISO uncertainty models cannot be used 

interchangeably. 

The ISO uncertainty model uses the following equation for the combined 

uncertainty: 

 

        (22) 

 

UISO k UA 2 UB 2 
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where k is the value of Student’s t for the degrees of freedom calculated with the 

Welch-Satterthwaite formula.  It is noteworthy that U  will yield the same result 

as U .  Therefore, the major difference between the ISO and the ASME 

approach remains the categorization of elemental uncertainties, which should not 

affect the final uncertainty result. 
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3.0 METHOD OF FUEL FLOW MEASUREMENT 

3.1 VOLUMETRIC TURBINE FLOWMETERS 

3.1.1 Anatomy of a Turbine Flowmeter 

The devices used to measure fuel flow in this application are volumetric 

turbine flowmeters.  A cutaway picture of a typical volumetric turbine flowmeter is 

shown in Figure 6 [13]. 

 

 

Figure 6.  Cutaway of a Single Rotor Turbine Flowmeter [13] 

 

Figure 7 [13] is a conceptual diagram showing the important features of a 

turbine flowmeter.  The flow going through the meter spins the rotor in the middle 

of the meter.  As its name implies, a volumetric turbine flowmeter does not 
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directly measure mass flow rate but rather volumetric flow rate.  The rotational 

velocity of the rotor is correlated to a certain volumetric rate of fluid flow through 

the meter.  The electronic pickup shown in Figure 7 is the only direct 

measurement taken off of the meter itself. 

 

 

Figure 7.  Turbine Flowmeter Concept Diagram [13] 

 

3.1.2 Calibration Method 

The flowmeters for this application are calibrated using a positive 

displacement flow calibration bench.  The calibration bench utilizes a positive 

displacement pump to drive a piston through a cylinder of known cross-sectional 

area.  Measurements of the distance and time of travel of the piston through the 

cylinder are used to calculate the volumetric flow rate through the device.  The 

frequency output of the flowmeter is then used to develop a calibration coefficient 

for the meter.  The flowmeters are calibrated at many flow rates throughout the 
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measureable range of the meter.  The calibration fluid is a mixture of propylene 

glycol and water that closely matches the kinematic viscosity of the fuel that is 

measured in the test environment.  A flowmeter calibration bench (located at 

University of Tennessee Space Institute in Tullahoma, TN) is shown in Figure 8. 

 

 

Figure 8.  Flowmeter Calibration Setup 

 

The flowmeter response to various flow rates can be characterized by the 

relationship of volume flow rate (or flow rate divided by frequency) to meter 

frequency, but such a calibration would only be applicable for the exact viscosity, 

temperature, and pressure of the fluid during the calibration.  An improved 

characteristic is the universal viscosity curve, which gives the meter K-factor 

(frequency/volume flow rate) as a function of the frequency over viscosity, as 

shown in Figure 9 [13].  The K-factor gives an indication of how much of the 

working fluid will pass through the meter for a given pulse. 
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Figure 9.  Universal Viscosity Curve at Constant Temperature [13] 

 

Although the universal viscosity curve removes variations due to viscosity, 

it is still susceptible to variations in temperature and (to a lesser degree) 

pressure, as shown in Figure 10 [13].  The non-dimensional parameters, Strouhal 

number and Roshko number, provide a relationship that can be used over a 

variety of temperatures and pressures.  Fundamentally, the Strouhal number and 

Roshko number are the K-factor and frequency over viscosity parameter, 

respectively, that have been corrected to a specific temperature and pressure.  

These two dimensionless parameters are calculated using the following: 

 Strouhal number: St 	 	 	 	 	
 

 Roshko number: Ro 	 	   

  where: D 	D 1 	α T T 1  
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    D 	 Reference	Diameter 
    T 	 Reference	Temperature 

    p 	 Reference	Pressure 

    α	 Coefficient	of	Fuel	Thermal	Expansion 

    E	 Flowmeter	Modulus	of	Elasticity 

    T	 Measured	Fuel	Temperature 

    p	 Measured	Fuel	Pressure 

    t		 	Flowmeter	Wall	Thickness                                                 
    U	 Flow	Velocity 

    f		 Flowmeter	Frequency 
    K	 K factor, Pulses	per	Volume 

    ν	 Kinematic	Viscosity 
 

 

Figure 10.  Universal Viscosity Curve with Varying Temperature [13] 

 

The calibration curve using Strouhal number and Roshko number can 

then be used to calculate the flow rate of a working fluid with any viscosity, 

temperature, and pressure within the valid calibration region for the flowmeter.  

Note that even with the correction for viscosity, a region still exists on the 

calibration curve that is susceptible to variations in viscosity (Figure 11 [13]).  The 
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point at which the alternate viscosity calibrations begin to diverge is known as the 

breakaway point.  A calibration can still be used to the left of the breakaway point 

as long as the working fluid maintains a viscosity close to that of the calibration 

fluid.  If the viscosity of the working fluid is expected to vary significantly, then the 

calibration should only be used to the right of the breakaway point.  When 

selecting the flowmeter to use for a particular application, the applicable 

calibration region should be considered.  If only the region to the right of the 

breakaway point can be used, then the flowmeter will have a smaller range of 

operation.  This may necessitate the use of multiple sizes of flowmeters for an 

application in which a wide range of flow rates must be measured to a high 

degree of accuracy.  This will be the case for turbine engine applications and will 

be discussed again later. 

 

 

Figure 11.  Strouhal Number vs. Roshko Number Curve [13] 
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3.2 FUEL FLOW CALCULATION METHOD 

The method used to calculate fuel flow is taken from the SAE standard 

ARP 4990 [8] for turbine flowmeter fuel flow calculations.  This standard utilizes 

the Strouhal vs. Roshko number relationship and accounts for differences 

between the operational fuel properties and the calibration fluid properties.  Fuel 

flow was calculated using a routine called WFUELARP that is a subroutine within 

the Turbine Engine Test Analysis Standard program used at AEDC for gas 

turbine engine performance calculations.  The ARP 4990 calculation method 

requires the following inputs: 

 FYFM  Flowmeter Frequency, Hz 

AKFACTFM Flowmeter calibration table, Strouhal no. vs. Roshko no.  

TOP  Operational fluid temperature at flowmeter, °R  

TCAL  Fluid Temperature during flowmeter calibration, °R  

RD60F Relative density of test fluid sample at 60°F referenced to 

water at 4°C in vacuo  

TVIS   Temperature of fluid at viscosity VIS, °R  

VIS  Viscosity of fluid sample at TVIS, centistokes  

SLVIS Slope of linearized viscosity versus temperature 

POP  Operational fluid pressure at flowmeter, psia  

PAMB  Ambient pressure around flowmeter during operation, psia  

PCAL  Fluid pressure during calibration, psia 

CALPHA Fluid thermal expansion coefficient, 1/°F 
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CFTE  Flowmeter coefficient of linear thermal expansion, 1/°F  

DIFM  Inner diameter of flowmeter, inches 

CMOE Modulus of elasticity of the flowmeter material, psi  

XL  Wall thickness of the flowmeter, inches 

The following parameters are useful outputs from the fuel flow calculation: 

 RHOOP Fuel Density at operating conditions, lbm/U.S. Gallon  

VISOP Fuel viscosity at operating conditions, centistokes  

CKOP  Flowmeter K-factor at operating conditions, pulses/gal  

WF  Calculated fuel flow rate, lbm/hr 

3.3 INSTALLED CONFIGURATION 

The fuel flowmeters should be selected for the full range of fuel flow of the 

test article or other application.  The calibration for a given size of flowmeter will 

only be usable over a certain range of flow rates.  Often in turbine engine 

applications, the range of flow rates that are required is too wide for only one size 

of flowmeter to be able to adequately and safely measure.  If the flowmeter is too 

large, the velocity through the flowmeter at low rates may not be high enough to 

spin the flowmeter rotor at an adequate rate to provide good measurement.  

Furthermore, if the viscosity of the operating fluid is expected to vary, the 

calibration will not be usable to the left of the breakaway point.  On the other 

hand, if the flowmeter is too small, it may not be able to structurally handle the 

pressure loads and rotor velocity required to push the higher flow rates through 

the meter.  A system that utilizes multiple ranges of flowmeters is desirable to 
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accurately and safely measure fuel flow for the entire operating range for the 

application. 

A basic fuel flow measurement system for a turbine engine test cell is 

shown in Figure 12.  The system is composed of a two flow measurement legs, a 

high leg and a low leg (more flow measurement legs can be added as needed).  

Each leg consists of two flowmeters in series.  Utilization of two flowmeters 

allows for validation of the fuel flow data and is assumed to provide lower 

uncertainty than only one meter would provide.  The fuel will always pass through 

the high range flowmeters (WFH1 and WFH2).  The flow path downstream of the 

high range meters is governed by a control valve which can either force the fuel 

to pass through the low range flowmeters (WFL1 and WFL2) or allow the flow to 

bypass the low flowmeters.   

The following instrumentation is critical for calculating accurate fuel flow 

and should always be included in the fuel flow measurement system: 

 Flowmeter frequency, Hz 

 Fuel Temperature (preferably upstream and downstream), ⁰R 

 Fuel Pressure, psia 

The fuel temperature and pressure measurements should be taken as 

close to the flowmeters as possible without impeding the flow quality entering the 

flowmeters.  Ideally, the measurement package in the installed test configuration 

would be identical to the measurement package used in calibration.  It will be 

shown later how differences between the calibration and installed configurations 

can add to the measurement uncertainty of the system. 
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Figure 12.  Fuel Flow Measurement System in a Turbine Engine Test Cell 
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4.0 FUEL FLOW MEASUREMENT UNCERTAINTY 

4.1 STATEMENT OF SCOPE 

Before diving into the analysis of fuel flow measurement uncertainty, it is 

imperative to determine the assumptions that we are making about the fuel flow 

measurement system and the data acquisition process. 

4.1.1 Fuel Flow Measurement System Assumptions 

The uncertainty analysis reported herein assumes that two flowmeters are 

calibrated in series with the same configuration that is used in the test 

installation.  The calibration configuration should have at least 10 diameters 

length of piping upstream and downstream of the flowmeter leg to ensure that 

uniform flow quality is delivered to the inlet of the first flowmeter.  The flow is 

calculated for each flowmeter, and the average of the two flow calculations is 

used for the total flow.  In the test cell installed configuration, upstream and 

downstream temperature measurements should be taken as well as upstream 

pressure.   

Pretest and post-test fuel samples are taken from the fuel batch that is 

used for a test.  The samples are sent to a chemistry lab to have the properties 

analyzed (particularly density and viscosity at 60°F) for use in the fuel flow 

calculation. 
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4.1.2 Data Acquisition Process 

The uncertainty reported herein assumes that the flow is fully stabilized 

and only applies to steady state data.  A steady state data point is the average of 

ten seconds of data acquired at 10 samples per second.  It is also assumed that 

the fuel flow data is taken only along the linear portion of the calibration curve to 

the right of the breakaway point.  

4.2 SOURCES OF ERROR 

Each of the inputs to the ARP 4990 fuel flow algorithm introduces 

uncertainty to fuel flow measurement.  The simplest method to perform an 

uncertainty analysis for a complex system is to first determine the influence 

coefficients for each of the error sources, then determine the elemental 

uncertainty for each error source, while focusing more on the sources of error 

that have large influence coefficients.  In most engineering applications, only 3 or 

4 error sources dominate the other error sources.  Parameters with small 

influence coefficients can be assigned conservative uncertainties that are likely to 

be overestimates of their actual error.  The combined uncertainty and the percent 

contribution from each error source are then calculated using the influence 

coefficients and the elemental uncertainties.  If all of the large contributors to the 

combined uncertainty were evaluated with realistic elemental uncertainties, then 

the analysis is complete.  If any parameters that were assigned a conservative 

uncertainty estimate turn out to be a large contributor, they must then be 

reevaluated.  Figure 13 is an uncertainty analysis flow chart. 
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4.2.1 Influence Coefficient Analysis 

The first step in the uncertainty analysis is to determine the influence 

coefficient for each of the error sources.  The dithering method described in 

Section 5.2.2 (a numerical version of the TSM) was used to calculate relative 

influence coefficients for each of the fuel flow calculation inputs.  A relative 

influence coefficient describes the influence of a variable on the dependent 

parameter in terms of percent.  For example, a relative influence coefficient of 1 

means that a 1% change in the variable results in a 1% change in the dependent 

parameter.  Table 1 lists the relative influence coefficient for each error source. 

 

Table 1. Relative Influence Coefficients for Fuel Flow Calculation Inputs 

 

Variable Name Description IC

FYFM Flowmeter Frequency 1
AKFACTFM Flowmeter Calibration Table 1

TOP Operational Fuel Temperature at Flowmeter ‐0.27
TCAL Fluid Temperature at Flowmeter Calibration ‐0.015

RD60F Relative Density of Fuel at 60°F Referenced to Water at 4°C in Vacuo 1
TVIS Temperature of Fuel at Viscosity, VIS 0.01
VIS Viscosity of Operational Fuel at TVIS 0.002

SLVIS Linearized Slope of Viscosity vs. Temperature ‐0.0002
FTYPE Fluid Type (4 for JP‐4, 8 for JP‐8/Jet‐A) N/A
POP Operational Fuel Pressure at Flowmeter 0.0003

PAMB Ambient Pressure around Flowmeter During Operation << 0.0001
PCAL Fluid Pressure during Calibration << 0.0001

CALPHA Fluid Thermal Expansion Coefficient ‐0.0053
CFTE Flowmeter Coefficient of Linear Thermal Expansion << 0.0001
DIFM Inner Diameter of Flowmeter << 0.0001

CMOE Modulus of Elasticity of Flowmeter Material << 0.0001
XL Wall Thickness of Flowmeter << 0.0001

Significant Contributor to Total Fuel Flow Uncertainty

Insignificant Contributor to Total Fuel Flow Uncertainty
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Figure 13.  Uncertainty Calculation Methodology 
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4.2.2 Uncertainty on High Influence Error Sources 

4.2.2.1 Flowmeter Calibration Uncertainty 

The flowmeters are calibrated at several Roshko numbers over the overall 

Roshko range of the meter.  The uncertainty of a given flowmeter calibration can 

be estimated from the calibration history.  A minimum of two calibrations are 

taken when a flowmeter is initially acquired, and the flowmeters are recalibrated 

once every 12 months throughout the life of the meter.  Assuming that no 

significant drift in the calibration is noted, the average of all of the calibrations will 

provide the most reliable calibration to use in the fuel flow calculation.  The 

standard deviation of the Strouhal numbers at each of the Roshko levels along 

the calibration gives an estimate of the uncertainty in the calibration.  This 

method takes into account the uncertainty inherent in the flowmeter calibration 

bench and the flowmeter repeatability during calibration.  Figure 14 and Figure 

15 show the calibration histories for two flowmeters in series.  Table 2 lists the 

standard deviation of the Strouhal numbers at each Roshko level.   Observe that 

the Strouhal number standard deviation is approximately equal for each Roshko 

number along the calibration.  For the sake of being conservative, the largest 

standard deviation will be used for the uncertainty of the average flowmeter 

calibration that is used in the fuel flow calculation.  This yields an uncertainty of 

0.11% for flowmeter 1 and 0.05% for flowmeter 2.   

The number of degrees of freedom for the calibration is determined by the 

number of data points used to determine the calibration.  The fuel flow calculation 
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calculates a Roshko number using the as-tested fuel properties, then interpolates 

a value for the as-tested Strouhal number from the calibration table.  For a linear 

interpolation (a type of curve fit) the number of DOF is equal to two less than the 

number of points in the curve fit [1, 2, 4].  If the calibration table used in the 

program is actually the average of n number of historical calibrations, then the 

number of DOF for the Strouhal number equals 2n-2.  This is demonstrated in 

Figure 16.  In this example, 5 historical calibrations are averaged to obtain a 

single calibration table.  The number of DOF for this example is therefore 8. 

 

 

 

 

Figure 14. Flowmeter 1 Calibration History 
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Figure 15. Flowmeter 2 Calibration History 

Table 2. Flowmeter Calibration Standard Deviations 

 

Average 
Roshko

Average 
Strouhal

Strouhal 
STDEV (%)

Average 
Roshko

Average 
Strouhal

Strouhal 
STDEV (%)

1651 10317 0.110 1616 10103 0.035
1484 10313 0.107 1454 10102 0.032
1331 10307 0.095 1304 10099 0.035
1148 10296 0.108 1126 10097 0.042
985 10290 0.092 967 10104 0.022
820 10277 0.068 806 10106 0.026
655 10265 0.080 646 10112 0.027
491 10244 0.088 485 10120 0.026
327 10239 0.061 323 10131 0.050
164 10271 0.090 162 10182 0.059
147 10269 0.078 146 10191 0.169
132 10258 0.070 131 10203 0.147
114 10246 0.053 114 10214 0.105
98 10231 0.116 98 10208 0.218
81 10210 0.137 81 10193 0.268
65 10157 0.181 65 10144 0.390
53 10107 0.267 53 10085 0.684

Flowmeter 1 Flowmeter 2
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Figure 16. Strouhal Number Interpolation with 8 DOF 

 

4.2.2.2 Flowmeter Frequency 

The uncertainty for the flowmeter frequency measurement is often 

provided by the manufacturer of the flowmeter.  However, uncertainty figures 

provided by manufacturers are often difficult to interpret and may not include 

additional sources of error when the flowmeter is installed in the measurement 

system.  Therefore, the uncertainty for the flowmeter should be evaluated using 

the test data.  The fuel flow measurement systems in the turbine test cells at 

AEDC utilize two flowmeters in series, as shown in Figure 12.  The uncertainty of 

the frequency measurement for both of the flowmeters can be estimated using 

the difference between the frequency measurements.  The percent difference 

between the flowmeter frequencies for a test project is shown in Figure 17.  The 

standard deviation of the delta can be used as the random uncertainty of the 
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frequency measurement.  The random uncertainty of the frequency for this 

project is 0.074% of reading.  A probability plot is commonly used to check a data 

set for normality.  Figure 18 demonstrates the high degree of normality of the 

percent difference between the two flowmeters shown in Figure 17.   

 

 

Figure 17. Percent Difference between Two Flowmeters in Series 

 

 

Figure 18. Normal Probability Plot for Flowmeter Frequency 
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The average delta cannot be used as the systematic uncertainty of the 

frequency measurement, because some difference is expected due to 

differences in the meters.  These differences are accounted for in the flowmeter 

calibration.  The systematic uncertainty for the data processing system was 

provided by the instrumentation engineer for this project and was 0.0005%.   

The final elemental uncertainties associated with the flowmeter frequency 

parameter are 0.08% random uncertainty and 0.001% systematic uncertainty.  

The number of degrees of freedom associated with the random and systematic 

uncertainties is much greater than 30.  For the purpose of this analysis, the DOF 

for any particular uncertainty component will be limited to 100.  These 

uncertainties will be propagated to fuel flow in Section 4.3. 

4.2.2.3 Fuel Density 

Pre-test and post-test fuel samples are taken from the fuel batch that is 

used for a particular test.  The samples are sent to a chemistry lab to be 

analyzed for density, viscosity, and other properties that may be germane to the 

test.  After the fuel analysis reports are received, the pre- and post-test density 

and viscosity values at 60°F are averaged and used to post-process the test 

data.  A log of the pre- and post-test relative density can be used to estimate the 

uncertainty of the average density used in the data post-processing.   

Figure 19 shows a fuel sample relative density log from a particular test 

program with 24 tests.  Figure 20 shows the percent difference between the pre- 

and post-test relative densities measured at the chemistry lab at 60°F for the test 
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program.  The standard deviation of these percent differences is the random 

uncertainty of the fuel flow calculation input, RD60F.  This random uncertainty 

accounts for errors in the chemistry lab density measurement, as well as fuel 

property variations within a batch of fuel used for a test.  For the data shown in 

Figure 20, the standard deviation of the pre- to post-test density shift is 0.04%. 

 Systematic errors in the density meter at the AEDC chemistry lab can also 

be a potential source of significant error.  Regular tests are performed on the 

density meter to verify that it remains within the specified tolerance (which is 

0.08%) by measuring the density of a calibration fluid with a “known” density at 

60°F.  The results of these verification tests over a long period of time can be 

used to determine the systematic uncertainty of the density meter.  Figure 21 

shows the history of the density meter verification tests over a period of 13 

months.  The systematic uncertainty of the chemistry lab density meter can be 

estimated by taking the difference between the average of the verification test 

results and the certified value of the test fluid.  Data over the 13 month span 

shown in Figure 21 indicates that the systematic uncertainty of the density meter 

is 0.01% of reading.  As was previously stated, the random uncertainty of the 

density meter is inherently included in the uncertainty estimate from the pre- and 

post-test fuel samples.  The final elemental uncertainties associated with fuel 

density are 0.04% random uncertainty and 0.01% systematic uncertainty.  The 

number of degrees of freedom (n-1) associated with the random uncertainty is 

19, and number of degrees of freedom for the systematic uncertainty is 31.  

These uncertainties will be propagated to fuel flow in Section 4.3. 
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Figure 19.  Example of a Fuel Sample Density Log 

 

 

Figure 20.  Percent Difference between Pre- and Post-Test Fuel Sample 

Relative Density 
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Figure 21. AEDC Chem Lab Density Verification History 

 

4.2.2.4 Operational Fuel Temperature 

The operational fuel temperature is measured using two thermocouples: 

one located upstream of the first flowmeter in the system and one located 

downstream of the final flowmeter in the system, as shown previously in Figure 

12.  The average of the two thermocouples is used as the fuel temperature input 

for the fuel flow calculation.  The uncertainty for the thermocouples at AEDC is 

provided by the instrumentation engineer who analyzes the thermocouple 

calibrations and ensures that the repeatability is within the manufacturer’s 

specification.  The random and systematic uncertainties determined by the 

instrumentation engineer for the temperature measurements are 0.028°F and 
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1.27°F, respectively. However, the manufacturer-supplied uncertainty will only 

account for the uncertainty in the measurement itself and will take into account 

temperature variation from the first flowmeter to the last flowmeter. 

Test data (similar to the data shown in Figure 22) can be used to estimate 

the uncertainty due to spatial temperature variations from the inlet to the outlet of 

the fuel flow measurement system.  Due to differences in the temperature 

distribution at different levels of fuel flow, the temperature uncertainty due to 

spatial variations was evaluated in two ranges, 0-1200 lbm/hr and 1200-5000 

lbm/hr.  The random and systematic temperature uncertainties due to spatial 

variation are shown in Figure 22. 

 

 

Figure 22. Random and Systematic Uncertainty of Inlet and Outlet 

Temperatures due to Spatial Variation 
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The total uncertainty for the fuel temperatures are the root-sum-square of the 

instrumentation system uncertainty and the spatial variation uncertainty.  The 

total random and systematic uncertainty for the operational fuel temperature is 

shown in Table 3.  The number of degrees of freedom associated with the 

random and systematic uncertainties is much greater than 30.  For the purpose 

of this analysis, the DOF for any particular uncertainty component will be limited 

to 100.  These uncertainties will be propagated to fuel flow in Section 4.3. 

 

Table 3. Random and Systematic Uncertainty for Operational Fuel 

Temperature 

 

 

4.2.3 Uncertainty on Low Influence Error Sources 

The remaining parameters that are inputs into the fuel flow calculation 

have relatively insignificant influence coefficients compared to the parameters 

considered in section 4.2.2.  The elemental uncertainty for the remaining 

parameters will be evaluated conservatively.  It will be shown in Section 4.3 that 

the uncertainty for these parameters has no impact on the combined fuel flow 

uncertainty, even with conservative uncertainty estimates. 

 

Instrument Spatial Variation Total Instrument Spatial Variation Total

0 ‐ 1200 0.028 1.7 1.7 1.27 0.9 1.56

1200 ‐ 5000 0.028 0.6 0.6 1.27 0.4 1.33

Systematic Uncertainty (˚F)Random Uncertainty (˚F)Fuel Flow Range 

(lbm/hr)
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4.2.3.1 Viscosity Related Parameters 

The parameter VIS is the viscosity at a selected temperature (TVIS) that is 

measured from the pre- and post-test fuel samples that are sent to the chemistry 

lab.  For convenience, TVIS is typically 60⁰F, so that the density and viscosity are 

evaluated at the same temperature at the chemistry lab.   

The method used to evaluate the uncertainty of the fuel relative density is 

also used to assess the uncertainty of the viscosity.  Figure 23 and Figure 24 

show a fuel sample viscosity log and the percent difference between the pre- and 

post-test viscosities found in the log.  The standard deviation of these percent 

differences is the random uncertainty of the fuel flow calculation input, VIS.  This 

random uncertainty accounts for the uncertainty of the chemistry lab viscosity 

measurement as well as the random variation in any given batch of fuel used 

during a test.  For the viscosity log shown, the standard deviation of the pre- to 

post-test deltas is 0.5%.  The systematic uncertainty of VIS is estimated using 

the chemistry lab viscosity meter verifications, similar to the method performed 

for density.  Figure 25 shows the history of the density meter verification tests 

over a period of 13 months.  The systematic uncertainty of the chemistry lab 

viscosity meter can be estimated by taking the difference between the average of 

the verification test results and the certified value of the test fluid.  As shown in 

Figure 25, the systematic uncertainty of the viscosity meter is 0.02% of reading. 
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Figure 23. Example of a Fuel Sample Viscosity Log 

 

 

Figure 24. Percent Difference between Pre- and Post-Test Fuel Sample 

Viscosity 
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Figure 25. AEDC Chem Lab Viscosity Verification History 

 

The uncertainty of TVIS is inherently included in the uncertainty of VIS.  

Any random variation in TVIS would necessarily result in random variation in VIS, 

and any systematic shift in TVIS would necessarily result in a systematic shift in 

VIS.  Thus, the random and systematic uncertainty estimates for VIS will include 

the uncertainty of TVIS. 

The value used for the slope of the viscosity vs. temperature correlation 

(SLVIS) is typically a standard value for the type of fuel that is being used for the 

test.  This value is assumed to be correct within 5% of the true slope.  This 

uncertainty estimate is the 95% coverage interval, so the 1-sigma uncertainty 

estimate for SLVIS is 2.5% with infinite degrees of freedom.  The number of 

degrees of freedom for any elemental uncertainty is limited to 100 herein. 
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4.2.3.2 Additional Temperature and Pressure Corrections 

The temperature and pressure of the calibration fluid (TCAL and PCAL) 

used during the flowmeter calibrations is used as the baseline temperature and 

pressure for calculating the Strouhal and Roshko numbers.  The pressure of the 

fuel going through the flowmeter (POP) and the atmospheric ambient pressure 

(PAMB) are used to correct the operational fuel properties to the conditions 

during the calibration.  The temperature and pressure corrections are described 

in detail in Ref. 8.   

The uncertainty of TCAL and PCAL should be quoted by the calibration 

authority (at AEDC, the calibrating authority is the PMEL).  At the AEDC PMEL, 

the uncertainty on TCAL is quoted as 0.26%.  The PMEL did not provide a quote 

for the uncertainty on PCAL, so a relatively large uncertainty value of 1% is 

assumed for the uncertainty.  Since the errors in TCAL and PCAL will become 

fossilized in the calibration, their respective uncertainties are categorized as 

systematic uncertainty. 

The uncertainties of PAMB and POP are quoted by the instrumentation 

engineer for the pressure measurement system in the test cell.  For the purposes 

of this discussion, the uncertainty on POP and PAMB are shown in Table 4. 

 

Table 4. Uncertainty for POP and PAMB 

 

Parameter Systematic Unc. (psia) Random Unc. (psia)

POP 0.038 0.02

PAMB 0.0032 0.0012



www.manaraa.com

 

 
 

59

4.2.3.3 Coefficient of Thermal Expansion 

The coefficient of thermal expansion (CALPHA) of the fuel at the reference 

temperature TCAL is used in conjunction with TOP to determine a volume 

correction factor to account for the difference in density when the fuel 

temperature is at TOP versus TCAL.  The value of CALPHA most often used for 

the fuel flow calculation is 0.00051 for JP-8 and Jet-A fuels.  Checks are 

occasionally performed on fuel arriving at AEDC to ensure that thermal 

expansion properties of the fuel are acceptable.  It is the author’s experience that 

the value of CALPHA rarely exceeds 0.00051 +/- 2%.  The uncertainty at the 1-

standard deviation level for CALPHA is then 1%, with degrees of freedom limited 

to 100.  

4.2.3.4 Flowmeter Physical Dimensions and Material Properties 

The inner diameter (DIFM), wall thickness (XL), coefficient of linear 

thermal expansion (CFTE), and modulus of elasticity (CMOE) are used in 

conjunction with the operational temperature and pressure to correct the Strouhal 

number for dimensional changes in the flowmeter between the operating 

conditions and the calibration conditions.  It is assumed that the uncertainty on 

each of these parameters is 5%.  While the true error on each of these 

parameters is likely far less than 5%, it will be shown that 5% uncertainty has no 

significant impact on the final fuel flow uncertainty.  The 1-standard deviation 

uncertainty interval that is used for each of these parameters is therefore 2.5%. 
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4.3 COMBINED FUEL FLOW UNCERTAINTY 

4.3.1 Taylor’s Series Method 

 Once all of the error sources have been identified and a level of 

uncertainty has been determined for all of the inputs to the fuel flow calculation, 

the uncertainties can be propagated to fuel flow and the combined uncertainty 

can be determined.  A summary of the uncertainties for the elemental error 

sources is shown in Table 5.  Using the influence coefficients shown in Table 1 

and the elemental uncertainties from Table 5, the combined fuel flow uncertainty 

is calculated using the U  method (Eq. 19).  For the uncertainty of an individual 

flowmeter, the influence coefficient of the flowmeter frequency on fuel flow is 

equal to one.  However, for the average of two flowmeters in series, the influence 

coefficient for each of the flowmeter frequencies and the flowmeter calibrations is 

one half.  All other influence coefficients remain the same for the average of the 

two flowmeters.  When the combined uncertainty equation is applied, the 

combined uncertainty for average fuel flow at the one standard deviation level is 

0.12% of reading.  The combined number of degrees of freedom for average fuel 

flow, calculated using the Welch-Satterthwaite formula (Eq. 18), is 131, 

substantially more than the 30 degrees of freedom needed to make the large 

sample assumption.  Applying a Student’s t-value of 2 for the 95% confidence 

interval yields 0.25% uncertainty for average fuel flow.  The calculations used to 

derive the combined uncertainty and the number of combined degrees of 

freedom are shown in Table 6. 
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Table 5. Fuel Flow Elemental Uncertainty Summary 
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Table 6. Summary of Combined Uncertainty Calculation Using TSM 
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 Figure 26 shows a Pareto chart with each of the independent parameters 

in the fuel flow calculation.  The Pareto chart clearly shows that the largest 

contributors to the combined uncertainty are the fuel temperature, flowmeter 

calibration, flowmeter frequency, and fuel density.  These are the same 

parameters that were assumed to be the largest contributors in Section 4.2.1.  

No reassessment of elemental uncertainties needs to be performed. 

4.3.2 Monte Carlo Method 

 The Taylor’s Series method that was used in Table 6 assumed that no 

significant correlations exist between error sources.  This assumption can be 

tested by using the Monte Carlo method of uncertainty propagation and 

comparing the results to the Taylor’s Series method. 

 A Monte Carlo uncertainty calculation was performed with 10,000 

iterations using the elemental uncertainty values from Table 5 and assuming a 

normal distribution for each error source.  Figure 27 shows the convergence of 

the standard deviation throughout the simulation.  The standard deviation 

converged to within 1% of the fully converged value after less than 1000 

iterations.  Figure 28 shows the distribution of the Monte Carlo results.  The 

results are clearly normally distributed. 

 The converged standard deviation of the Monte Carlo results is 0.122% of 

reading.  Using a coverage factor of 2 for the 95% coverage interval, the 

expanded uncertainty for fuel flow is then 0.244%, which is almost exactly the 

same uncertainty result that was obtained using the Taylor’s Series method. 
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Figure 26. Pareto Chart of Taylor Series Method Uncertainty Calculation 

 

 

Figure 27. Convergence of Standard Deviation Using Monte Carlo 

Simulation 
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Figure 28. Distribution of Monte Carlo Simulation Results 
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5.0 CONCLUSIONS 

A methodology was presented to derive the fuel flow uncertainty for any 

given turbine engine test program where the SAE ARP 4990 standard is used to 

calculate fuel flow.  The uncertainty methods presented herein resulted in a 

combined uncertainty quote that is lower and more statistically defensible than 

the uncertainty that has historically been quoted for fuel flow at AEDC.   

Two uncertainty propagation methods were used to propagate the 

elemental uncertainties through the fuel flow calculation: the dithering method (a 

numerical approximation of the Taylor’s Series method) and the Monte Carlo 

method.  The two methods resulted in the same value for the combined fuel flow 

uncertainty.  Either of these methods is proposed as a useful way to estimate the 

fuel flow uncertainty for a test program.  It is recommended to use both methods 

(as often as time and resources allow) in order to validate the results of either 

method.  

The uncertainty analysis showed that four main factors drive the 

uncertainty: flowmeter frequency, flowmeter calibration, fuel temperature, and 

relative density constant at the reference temperature.  The density input and fuel 

temperature are used to calculate the operational fuel density and thus have a 

large effect on the conversion from volumetric flow (measured by the meter) to 

mass flow.  The flowmeter frequency and the flowmeter calibration have a direct 

1-to-1 (on a percent basis) impact on the total fuel flow calculation.  While the 

other inputs to the fuel flow calculation do have an effect on the uncertainty, their 
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effects on the combined fuel flow uncertainty are negligible compared to 

aforementioned parameters.  When performing a detailed uncertainty analysis, it 

is necessary to validate that the values for all of the inputs are correct, but the 

majority of the uncertainty analysis should focus on evaluating the elemental 

uncertainties for frequency, calibration, fuel temperature, and density. 

Future work in fuel flow measurement uncertainty should be performed to 

reduce the uncertainty of the fuel temperature measurement, which is the largest 

contributor to fuel flow measurement uncertainty.  Work could also be performed 

to create a program with a guided user interface to enable the novice uncertainty 

analyst to perform Monte Carlo simulations for the purpose of propagating 

uncertainties. 
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